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● Multiply-accumulate becomes 
xnor-popcount.

● 5-30x theoretical speedup.
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● 1-bit accuracy is too low but fast.
● 2-bit accuracy is high but too slow.
● How to bridge the gap?
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Hard to Implement!

Implementing on CPU

● Needs efficient sparse tensor library support

Implementing on FPGA

● Gates can be directly laid out for big benefits

● Designing FPGAs is hard, especially for non-uniform computation

TVM can enable these platforms!


